
CSCI 4380/6380 Data Mining

Assignment Number 2: Due 9/26/2017 (in class)

1. [25 points] Consider the following training set of samples for data mining:

Example A1 A2 A3 A4 label
1 1 2 2 2 0
2 1 1 1 1 0
3 2 3 2 1 1
4 1 3 3 3 0
5 3 1 2 1 1
6 1 1 1 2 0

The attributes A1 through A4 are integers with values in the range [1,2,3] each.

(a) Give a minimal size (measured by the total number of nodes) decision tree that can
correctly classify all the training examples.

(b) How would the tree given in Part (a) above classify the following examples: (1,2,2,3) and
(3,2,1,1)?

(c) Give three association rules consistent with this training set and specify the support and
confidence for each rule.

2. [25 points] Short answers please

(a) How can a decision tree be converted to a set of rules?

(b) How does Naive Bayes handle the missing value problem in training and in testing?

(c) How does the 1R method attempt to avoid over-fitting?

(d) Give one advantage to using the information Gain Ratio measure over the information
Gain measure for constructing decision trees.

(e) Give one advantage for using two-fold cross-validation over ten-fold cross-validation.

3. [50 points] Do exercise 17.2 on page 566 of the exercise handout.
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